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Time Series Forecasting and Modeling of Food Demand 

Supply Chain Based on Regressors Analysis 

NAKKALA MOUNIKA, KOKKILIGADDA NAVEEN 

ABSTRACT: Accurate demand forecasting is paramount in the food industry due to the short shelf life of 

products, with improper inventory management leading to significant waste and loss. This study leverages 

machine learning and deep learning techniques on the "Food Demand Forecasting" dataset from Genpact to 

analyze various factors influencing demand. Seven regressors, including Random Forest, Gradient Boosting, and 

LSTM, are compared to forecast order numbers. Results highlight LSTM's superiority in accuracy, with metrics 

like RMSLE, RMSE, MAPE, and MAE reaching notable values. The project underscores the importance of 

precise demand forecasting in improving supply chain management and reducing waste. Notably, the integration 

of ensemble methods enhances prediction accuracy. Moreover, exploring CNN and Voting Regressor techniques 

offers avenues for further performance enhancement. Additionally, the study extends to developing a Flask 

framework with SQLite for user signup and signin, facilitating user testing and authentication. The 

implementation of these extensions enriches the project's capabilities and usability, addressing critical challenges 

in demand forecasting while emphasizing the significance of accurate prediction methodologies in the food 

industry's operational efficiency and sustainability. 

INDEX TERMS:  Deep learning, demand forecasting, machine learning, time series analysis 

INTRODUCTION 

In today's dynamic marketplace, demand forecasting 

has emerged as a critical component of effective 

demand-supply chain management for companies 

across various industries. With consumer needs 

constantly evolving and competition intensifying, 

accurate demand forecasting has become 

indispensable for businesses to stay competitive and 

ensure operational efficiency. This shift in focus 

towards demand forecasting is driven by the 

recognition that demand forecasts play a pivotal role 

in shaping strategic planning decisions and directly 

impact a company's profitability. A precise 

estimation of demand enables companies to 

optimize inventory levels, thereby minimizing the 

risk of wastage due to excess inventory or stockouts 

leading to lost sales opportunities. 
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The significance of demand forecasting extends 

beyond operational planning; it permeates various 

departments within a company, each relying on 

demand forecasts to inform their decision-making 

processes. For instance, the financial department 

utilizes demand forecasts to estimate costs, predict 

profit levels, and determine the required capital 

investment. Similarly, the marketing department 

leverages demand forecasts to devise marketing 

strategies and evaluate their effectiveness on sales 

volume. The purchasing department relies on 

demand forecasts to plan short- and long-term 

investments in raw materials, while the operations 

department uses them to schedule procurement of 

necessary resources such as machinery and labor 

well in advance. 

As demand forecasting influences strategic 

decision-making across multiple organizational 

functions, its accuracy is paramount for ensuring 

business success. High-precision demand forecasts 

enable companies to align their resources 

effectively, optimize production schedules, and 

minimize unnecessary costs associated with 

inventory management. Moreover, accurate demand 

forecasting contributes to improved demand-supply 

chain management by enhancing inventory turnover 

rates, reducing stockouts, and mitigating the risk of 

overstocking perishable goods. 

The growing importance of demand forecasting in 

modern business operations underscores the need for 

robust forecasting methodologies and tools. 

Companies are increasingly turning to advanced 

analytics techniques, including machine learning 

and data-driven algorithms, to analyze historical 

data, identify demand patterns, and generate 

accurate forecasts. These sophisticated forecasting 

models enable companies to adapt quickly to 

changing market dynamics, anticipate customer 

preferences, and capitalize on emerging 

opportunities. 

In light of the multifaceted benefits that accurate 

demand forecasting offers, businesses are investing 

significant resources in refining their forecasting 

capabilities. By leveraging advanced analytics 

technologies and adopting best practices in demand 

forecasting, companies can gain a competitive edge, 

enhance customer satisfaction, and drive sustainable 

growth in today's dynamic business landscape. 

Consequently, demand forecasting has become an 

integral part of strategic planning and 

administration, playing a pivotal role in shaping the 

future trajectory of companies across industries. 

1. LITERATURE SURVEY 

Object detection in remote sensing imagery (RSI) is 

a critical task with applications spanning various 

fields, including agriculture, environmental 

monitoring, urban planning, and disaster 

management. Over the years, significant research 

efforts have been devoted to advancing object 

detection techniques in RSI, resulting in the 

development of diverse methodologies aimed at 

improving detection accuracy, efficiency, and 

robustness. In this literature survey, we review key 

studies focusing on object detection in remote 

sensing imagery, highlighting recent advancements 

and contributions to the field. 

Zheng et al. [9] proposed a foreground-aware 

relation network for geospatial object segmentation 

in high spatial resolution remote sensing imagery. 

By considering foreground information, this method 

enhances the accuracy of object segmentation tasks 
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in remote sensing imagery, addressing challenges 

related to complex backgrounds and varying object 

scales. 

Pang et al. [10] introduced R2-CNN, a fast tiny 

object detection approach tailored for large-scale 

remote sensing images. This method aims to 

efficiently detect small objects within vast remote 

sensing datasets, facilitating applications such as 

urban planning, infrastructure monitoring, and 

disaster response. 

Deng et al. [11] presented a multi-scale object 

detection technique using convolutional neural 

networks (CNNs) specifically designed for remote 

sensing imagery. By leveraging CNNs, this method 

achieves robust detection performance across 

diverse object scales, contributing to improved 

accuracy and reliability in remote sensing 

applications. 

Hong et al. [14] explored the benefits of multimodal 

deep learning approaches for remote sensing 

imagery classification. By integrating information 

from multiple modalities, such as optical and radar 

imagery, this method enhances classification 

accuracy and diversity, addressing challenges 

associated with single-modal data limitations. 

Sharma et al. [23] proposed YOLOrs, an object 

detection framework tailored for multimodal remote 

sensing imagery. By leveraging information from 

multiple modalities, YOLOrs enhances detection 

accuracy and robustness, contributing to improved 

performance in object detection tasks across diverse 

remote sensing datasets. 

These studies collectively underscore the 

importance of leveraging advanced techniques, such 

as deep learning and multimodal fusion, to enhance 

object detection capabilities in remote sensing 

imagery. By addressing challenges related to 

varying object scales, complex backgrounds, and 

limited labeled data availability, these 

methodologies contribute to the advancement of 

remote sensing applications in fields such as 

environmental monitoring, disaster management, 

and urban planning. 

Furthermore, the integration of multimodal data and 

advanced deep learning architectures has emerged as 

a promising direction for future research in remote 

sensing object detection. By harnessing the 

complementary information offered by different 

modalities, researchers can continue to improve 

detection accuracy, efficiency, and robustness in 

remote sensing applications, paving the way for 

enhanced capabilities in areas such as land cover 

classification, vegetation monitoring, and 

infrastructure assessment. 

In summary, the reviewed literature highlights the 

diverse approaches and methodologies employed in 

object detection in remote sensing imagery, 

showcasing the continuous efforts to push the 

boundaries of detection performance and address 

real-world challenges in remote sensing 

applications. These advancements underscore the 

significance of ongoing research in this field and the 

potential for further innovations to shape the future 

of remote sensing technology. 

2. METHODLOGY 

a) Proposed work: 

The proposed system presents a novel approach to 

demand forecasting in the food industry, leveraging 

machine learning and deep learning techniques to 

handle time-dependent data effectively. By utilizing 

the 'Food Demand Forecasting' dataset from 
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Genpact, the system conducts a comprehensive 

analysis of various factors influencing demand and 

extracts relevant features to improve forecasting 

accuracy. Through a comparative study involving 

seven regression models, including Random Forest, 

Gradient Boosting[2], and LSTM[6], the system 

aims to enhance the precision of demand forecasting 

in the food supply chain. 

Noteworthy extensions in the project include the 

integration of a Voting Regressor and Convolutional 

Neural Network (CNN), which further optimize 

forecasting accuracy, as evidenced by the lowest 

Mean Absolute Error (MAE). These enhancements 

play a crucial role in improving food demand-supply 

chain management by providing more accurate 

predictions. Moreover, the incorporation of a user-

friendly Flask framework with SQLite facilitates 

seamless signup and signin processes, enhancing the 

practical usability of the machine learning 

applications. Overall, the integration of advanced 

regression models, neural networks, and a user-

friendly interface contributes to an efficient and 

accessible solution for food demand forecasting and 

supply chain management. 

b) System Architecture: 

The system architecture of the project  follows a 

structured workflow. It begins with the collection 

and organization of raw data, encompassing 

historical information on food demand, supply, and 

relevant variables. Feature engineering is then 

applied to preprocess the data, generating new 

features to enhance forecasting accuracy. A 

subsequent feature selection process reduces 

dimensionality, improving model efficiency. The 

data is split into training and test sets for model 

evaluation, involving a diverse set of models, 

including non-recurrent, recurrent, CNN, and 

Voting Regressor extensions. Performance is 

assessed using metrics like RMSLE, RMSE, MAPE, 

and MAE. The best-performing model is selected for 

final training on the entire dataset, enabling accurate 

forecasting. The system architecture emphasizes a 

comprehensive approach to time series forecasting, 

providing insights for optimized supply chain 

management and preventive measures against food 

waste or shortages.

Fig 1 proposed Architecture 

c) Dataset collection: 

The 'Food Demand Forecasting' dataset, released by 

Genpact, comprises comprehensive information 

essential for demand forecasting in the food 

industry. It encompasses 145 weeks' worth of 

weekly orders for 50 distinct meals, totaling 

approximately 450,000 entries across three files.  

The dataset includes detailed features such as 

weekly demand data, providing insights into 

historical sales of specific meals in fulfillment 

centers. Additionally, it contains information about 

fulfillment centers, including their ID, operational 

area, city code, center type, and region code. 

Furthermore, the dataset includes meal-specific 

details, such as meal ID, category (e.g., beverages, 
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snacks, soups), and cuisine type (e.g., Indian, 

Italian). 

With these rich attributes, the dataset enables 

comprehensive analysis and modeling to forecast 

food demand accurately, considering factors like 

pricing, promotions, meal features, and meal 

categories across various fulfillment centers and 

regions. 

Fig 2 DATASET 

d) DATA PROCESSING 

In the data processing phase, the first step involves 

loading the dataset into a pandas DataFrame, a 

powerful data manipulation tool in Python. Once the 

data is loaded, numpy is utilized for reshaping or 

transforming the data as needed for analysis and 

modeling. Unwanted columns, such as IDs or 

irrelevant features, are dropped from the DataFrame 

to streamline the dataset. Subsequently, the training 

data is normalized to ensure consistency and 

comparability across different features, which helps 

in improving model performance and convergence 

during training. Normalization typically involves 

scaling the values of features to a standard range, 

such as between 0 and 1, to prevent certain features 

from dominating the learning process due to their 

larger magnitude. This preprocessing step prepares 

the data for training machine learning or deep 

learning models to accurately forecast food demand 

based on various factors. 

e) VISUALIZATION  

Visualization using seaborn and matplotlib enhances 

data exploration by creating insightful plots such as 

histograms, scatter plots, and heatmaps. Seaborn's 

high-level interface allows for easy creation of 

aesthetically pleasing statistical graphics, while 

matplotlib offers fine-grained control over plot 

customization. Together, these libraries enable the 

visualization of relationships between variables, 

distribution of data, and identification of patterns or 

trends. Visualizations serve as powerful tools for 

gaining insights into the dataset's characteristics, 

aiding in feature selection, and guiding the modeling 

process for accurate demand forecasting in the food 

industry. 

f) LABEL ENCODING  

Label Encoding is a preprocessing 

technique used to convert categorical data into 

numerical format. In Label Encoding, each unique 

category in a categorical variable is assigned a 

unique numerical label. This technique is commonly 

employed in machine learning algorithms that 

require numerical input, as it enables the algorithms 

to process categorical data effectively. However, it 

is essential to note that Label Encoding may 

introduce ordinality to categorical variables, 

potentially leading to misinterpretation of 

relationships between categories. Despite this 

limitation, Label Encoding is a useful tool for 

transforming categorical data into a format suitable 

for model training and analysis. 

g) TRAINING AND TESTING 
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Splitting the data into training and testing sets is a 

crucial step in machine learning model 

development. This process involves dividing the 

dataset into two subsets: one for training the model 

and another for evaluating its performance. 

Typically, a larger portion of the data, often around 

70-80%, is allocated for training, while the 

remaining portion is reserved for testing. This 

separation allows the model to learn patterns from 

the training data and assess its generalization 

performance on unseen data. By evaluating the 

model's performance on the test set, researchers can 

estimate how well the model will perform on new, 

unseen data in real-world scenarios. 

h) ALGORITHMS: 

Random Forest -Random Forest is an ensemble 

learning technique that combines multiple 

decision trees to make predictions. It's used to 

capture complex relationships in the time series 

data, which can be beneficial for food demand 

forecasting. 

 

Fig 3 RANDOM FOREST 

Gradient Boosting -Gradient Boosting is another 

ensemble method that builds decision trees 

sequentially, with each tree correcting the errors of 

the previous ones. It's effective for improving the 

accuracy of time series forecasts. 

 

Fig 4 GRADIENT BOOSTING 

LightGBM–LightGBM[3] is a gradient boosting 

framework that uses a histogram-based learning 

method. It's known for its efficiency and speed in 

handling large datasets and can be a powerful tool 

for time series forecasting. 

 

Fig 5 LIGHT GBM 

CatBoost -CatBoost is a gradient boosting library 

designed to handle categorical features efficiently. 

In this context, it can help account for categorical 

variables that may influence food demand. 

 

Fig 6 CATBOOST 

XGBoost–XGBoost[5] is an optimized gradient 

boosting library with a reputation for high 

performance. It's used to boost the predictive power 

of models, making it suitable for time series 

forecasting in the food supply chain. 

 

Fig 7 XGBOOST 

Voting Regressor - Voting Regressor is an ensemble 

method that combines the predictions of multiple 

regression models to make a final prediction. It can 

be used to enhance the accuracy of food demand 

forecasts. 
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Fig 8 EXTENSION VOTING REGRESSOR 

LSTM (Long Short-Term Memory) –LSTM[6] is a 

type of recurrent neural network (RNN) designed for 

sequential data. It's suitable for modeling time series 

data, capturing long-term dependencies, and making 

accurate forecasts. 

 

Fig 9LSTM 

BiLSTM (Bidirectional Long Short-Term Memory) 

-BiLSTM is an extension of LSTM[6] that processes 

data in both forward and backward directions. It can 

capture contextual information from both past and 

future time steps, improving forecasting accuracy. 

 

Fig 10 BILSTM 

CNN (Convolutional Neural Network) -While 

CNNs are typically used for image data, they can 

also be applied to time series data, particularly when 

there are spatial or structural patterns to capture. In 

this context, they may be used to extract relevant 

features from the time series data. 

 

Fig 11 CNN 

MAE : 

MAE is calculated as the sum of absolute errors 

divided by the sample size: It is thus an arithmetic 

average of the absolute errors , where is the 

prediction and. the true value. 
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RMSE: 

The Root Mean Squared Error (RMSE) is one of the 

two main performance indicators for a regression 

model. It measures the average difference between 

values predicted by a model and the actual values. It 

provides an estimation of how well the model is able 

to predict the target value (accuracy). 

 

 

MAPE:  

The mean absolute percentage error (MAPE), also 

known as mean absolute percentage deviation 

(MAPD), is a measure of prediction accuracy of a 

forecasting method in statistics. 

 

 

RMLSE: 

The Root Mean Squared Logarithmic Error 

(RMSLE) is a metric commonly used to evaluate the 

performance of regression models, particularly in 

tasks where the target variable has a wide range of 

values. It measures the ratio between the actual and 

predicted values of the target variable, with the 

logarithm applied to both to handle large 

discrepancies more effectively. The formula for 

RMSLE is as follows 
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FIG 12 PERFORMANCE EVALUATION TABLE  

Fig 13 Home page  

 

Fig 14 sign up 

 

Fig 15 sign in  

 

Fig 16 upload input data   
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Fig 17 upload input data   

Fig 18 Predict result  

 

3. CONCLUSION 

Accurate forecasting is crucial in the food industry, 

particularly for products with a short shelf life. 

Optimizing supply chain management relies on 

precise predictions of demand, enabling businesses 

to efficiently manage inventory, reduce waste, and 

meet customer needs effectively. 

The project's results highlight the effectiveness of 

deep learning models, particularly Long Short-Term 

Memory (LSTM), in accurately forecasting the 

number of orders. LSTM outperformed other 

algorithms, showcasing its ability to capture 

temporal dependencies and intricate patterns within 

time series data, making it a valuable tool for 

accurate demand forecasting in the food supply 

chain. 

To assess the forecasting models' performance, the 

project employed various evaluation metrics such as 

Root Mean Squared Logarithmic Error (RMSLE), 

Root Mean Squared Error (RMSE), Mean Absolute 

Percentage Error (MAPE), and Mean Absolute Error 

(MAE). These metrics provide quantitative 

measures of the models' accuracy, helping gauge 

their effectiveness in predicting food demand. 

The ensemble model "Voting Regressor" and the 

deep learning model "CNN," excelled in 

performance, showcasing the least Mean Absolute 

Error (MAE). This superiority demonstrates their 

effectiveness in producing accurate and robust 

predictions for food demand in the supply chain. The 

ensemble approach and CNN model contribute to an 

advanced and reliable solution for managing food 

demand in a dynamic and complex industry. 

Integrating a user-friendly Flask interface with 

secure authentication enhances the overall user 

experience during system testing. This interface 

facilitates the input of data for performance 

evaluation, ensuring practical usability. The 

combination of user-friendliness and security aligns 

with best practices in system design, making the 

project accessible and efficient for user interactions 

4. FUTURE SCOPE 

The project suggests that it paves the way for further 

exploration in the realm of demand forecasting 

within the food industry. It opens up doors for 

researchers to delve deeper into this critical field. 

This point highlights the potential of using transfer 

learning, a technique where knowledge from one 

model can be applied to improve the performance of 

models when dealing with limited data. The goal is 

to make forecasts more accurate, especially when 

data is scarce. 

The project recommends a more comprehensive 

analysis by taking into account extra variables and 

factors that could influence demand patterns. This 

approach can lead to more robust forecasting models 

by capturing a broader range of influences on 

demand. 
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This point suggests that future work should focus on 

overcoming the limitations of deep learning models 

like LSTM and BiLSTM. This can involve obtaining 

more training data to enhance model performance 

and making these models more interpretable to gain 

insights into their predictions. 
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